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Two algorithms are presented in this poster, the first for melody extraction from polyphonic music (Justin Salamon and Emilia Gómez) 
and the second for tempo estimation (Jose R. Zapata and Emilia Gómez). 

Melody Extraction from Polyphonic Music

References

Combination of Audio Tempo Estimation Approaches

Melody Extraction and Tempo 

Estimation: MIREX 2011

The system presented here is an updated version of the system submitted to last year’s campaign. 
Following a detailed analysis of the first two blocks of the system [1], system parameters have been 
optimised for melody extraction and the implementation is now more efficient. Two variants of the 
system have been submitted (SG1 & SG2), each using a different spectral transform.
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http://mtg.upf.edu/~jsalamon
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Sinusoid Extraction
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• Pre-filtering: Equal Loudness filter.
• Transform: STFT (SG1), MRFFT [2] (SG2).
• Frequency/Amplitude correction: Instantaneous frequency using phase vocoder method.

Salience Function
Based on harmonic summation with magnitude weighting, and spans a range of almost five 
octaves from 55Hz to 1760Hz. Further details are provided in [1].

Pitch Contour Creation and Melody Selection based on Contour Characteristics
Peaks of the salience function are grouped over time using heuristics based on auditory streaming 
cues [3], resulting in a set of pitch contours. The contours are automatically analysed and a set 
of contour characteristics is computed and used to filter out non-melody contours: we use 
contour feature distributions to remove contours in segments where there is no melody present 
(voicing detection). The remaining contours are used to iteratively calculate an overall melody pitch 
trajectory, which is used to minimise octave errors and remove pitch outliers. Finally, contour 
salience features are used to select the melody F0 at each frame from the remaining contours. 
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Using the tempo estimation results from four different approaches (BeatIt, Ellis, Davies and MPEG7-XM), 
we use a heuristic strategy to obtain the slow and fast tempo from audio music combinig their results, 
based on the hypothesis that the tatum and tactus tempo hierarchal levels can be obtained from these 
estimations analyzing their relations.
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1. Sort all the tempo estimation values and eliminate the repeated ones.
2. Cluster tempo values with differences of 4% (e.g: 127.6, 125.8 , 128.4) and calculated the median value 
of each cluster.
3. Check if each value has a relation of ( ½, 2, 1/3, 3) and eliminated the not related ones.
4. Heuristic analysis
• If only two values are obtained, the lowest value  is the slow tempo (T1) and the highest value is  the fast 
tempo (T2). 
• If there are 3 values with a binary relation between them, the lowest value is the slow tempo (T1) and the 
double value is the fast tempo (T2).
• If there are 3 values and two of these ones had a ternary relation between them we take this two numbers 
and the lowest value is the slow tempo (T1) and the double value is the fast tempo (T2).
• If there are more than 3 values we choose the values related with the BeatIt estimation, and the heuristic 
analysis is checked, to obtain the slow tempo (T1), the fast tempo (T2).
• The strength of T1 relative  to T2 is taked from the Ellis Results.

Combination Method

!Results for the train data-set
• At least one tempo correct: 100%
• Both tempi correct: 85%
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Overall Accuracy Results: MIREX 2011
ADC MRX MRX MRX MRX MRX Mean Mean

Algorithm 2004 2005 2008 09 (0dB) 09 (-5dB) 09 (+5dB) (Unweighted) (Weighted*)

TY3 0.47 0.51 0.70 0.52 0.41 0.56 0.53 0.50
TY4 0.47 0.51 0.70 0.52 0.41 0.56 0.53 0.50
TOS1 0.59 0.57 0.72 0.74 0.62 0.82 0.68 0.72
LYRS1 0.73 0.59 0.72 0.47 0.36 0.54 0.57 0.47
HCCPH1 0.44 0.45 0.64 0.50 0.39 0.59 0.50 0.50
CWJ1 0.73 0.57 0.69 0.53 0.40 0.62 0.59 0.52
YSLP1 0.85 0.65 0.73 0.52 0.39 0.66 0.63 0.53
PJY1 0.81 0.65 0.71 0.74 0.54 0.83 0.71 0.70
SG1 0.74 0.66 0.83 0.78 0.61 0.85 0.74 0.75
SG2 0.74 0.68 0.84 0.78 0.61 0.85 0.75 0.75

Table 2. Overall accruacy results: MIREX 2011.

* Weighted by data-set total playtime.
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